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ABSTRACT

This appendix to the DoD Weapon Systems Software Management
Study conducted by APL contains information on Shipborne Systems pre-
sented in more detail than is given in the main report. The specific
systems discussed are the DLG-28, DDG-9, and DLGN-38 Combat Systems,
the Aircraft Carrier (CV) Tactical Data System, and the AEGIS Weapon
System. Each section is divided into the following parts: General Sys-
tem Description; Computer System Architecture; Computer Program Archi-
tecture; Software Definition, Design, and Implementation; Software Vali-
dation and Integration; Software Acquisition Management Organization and
Methods; Operational Software Maintenance; and Highlights.
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1. INTRODUCTION

1.1 OBJECTIVES AND APPROACH

The Weapon System phase of the APL DoD Weapon Systems Soft-
ware Management Study was concerned with specific applications of soft-
ware design and management to major Weapon Systems. The systems were
selected to represent a variety of platforms and major miscsions and to
illustrate all phases of the Weapon System life cycle.

The survey of individual Weapon Systems, as a major input to
the overall APL study, had the following objectives:

1. To serve as a basis for understanding how and what Weapon
System software is being or has been developed, produced,
deéployed, and maintained in the user environment;

2. To serve as a basis for distinguishing among the large
range of uses of software in Weapon Systems; differences
in function, size, and complexity; and the way these dif-
ferences affect software problems and potential solutions;

3. To provide insight into the organizational relationships
between the Government Program Managers, system contrac-
tors, software contractors, and Government test, mainte-
nance, and training facilities;

4. To identify design and management techniques that have

proved successful and that warrant more general applica-
tion; and

5. To obtain opinions from key personnel concerning ways in
which the Office of the Secretary of Defense or the Ser-

vices can contribute to the improvement of software cost
and performance.

The survey of Weapon System software was carried out through
the auspices of the respective Program Managers. System and software
contractors were visited, where possible, to obtain first-hand informa-
tion on system characteristics and development methods.

The selected Shipborne Weapon Systems are listed in Table 1-1.
Two other appendices in this study discuss Airborne Systems and Undersea
and Landbased Systems. These three appendices present more detailed in-
formation than was given in Section 4 of the main report.

1-1
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TABLE 1-1
WEAPON SYSTEMS INVESTIGATED

Weapon
System

Programs Systems Status

DLG-28 Combat System Deployed

Tactical Data System
Terrier Weapon System

DDG-9 Combat System Deployed

Tactical Data System
Tartar Weapon System

DLGN-38 Combat System Production

cv

Command and Control System

Sensor Interface Data
System

Tartar Weapon System

Gun Fire Control System

Underwater Fire Control
System

Tactical Data System Deployed
Aircraft Landing System
Missile Fire Control
System

AEGIS AEGIS Weapon System Development

The individual discussions vary in detail because of the dif-
fering stages of development of the different systems. The following
kinds of information were sought:

1.

General System Description: A sufficient description to

provide understanding of the overall system mission and
requirements and the operating environment of the embedded
computer system;

Computer System Architecture: The selection of computing

equipments and their operating relationships, including
the functions allocated to each computational unit;

Computer Program Architecture: The structure used in com-

puter program design throughout the system, including
allocation of functions to elements of the computer pro-
grams;

_\ - .(
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4. Software Definition, Design, and Implementation Methods:
Techniques used in software system design management and
control, especially those which have had apparent success;

5. Software Validation and Integration Methods: Management
techniques, testing tools and techniques, and facilities
used in software quality assurance;

6. Software Acquisition Management Organization and Methods:
Methods used by the Government, system contractor, and
software contractor to manage the process of software de-
sign and validation; and

7. Operational Software Maintenance: Approach used or plans
for transfer of developed software to Government control
for lifetime support and maintenance.

Each paragraph in the Highlights section for each Weapon Sys-
tem is followed by one or more designations in parentheses (e.g., (SEl)).
Such a designation(s) indicates the APL recommendation(s) from the main
report that correlate most closely with the particular highlight.

1.2 SHIPBORNE SYSTEMS

The current and projected Fleet deployment of ships either
carrying digital equipment or planned for digital systems includes 12
carriers, 29 destroyers of the DDG class, 7 cruisers of the nuclear-
powered DLGN-36 and DLGN-38 classes (to be redesignated), 30 cruisers
of the DLG class (to be redesignated), and a unique cruiser (CGN-9).

Four of these ship classes, together with the Navy's newest
air defense combat system (AEGIS), were selected for study since they

represent successive phases in the evolution of digital Weapon Systems
in the U.S. Navy.

DLG-28 (USS Wainwright) exemplifies the currently deployed
Naval Tactical Data System with the recent addition of digital fire con-
trol capability.

DDG-9 (USS Towers) represents recent updating of selected
Guided Missile Destroyers with a digital Tactical Data System.

DLGN-38 (USS Virginia) is one of a new class of Guided Missile
nuclear frigates now under development and using an extensive central-
ized complex of modular AN/UYK-7 computers.

1-3
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CVAN-68 (USS Nimitz) is the most recently commissioned air-
craft carrier with digital Tactical Data and Aircraft Control Systems.
Digital missile fire control systems are also installed on certain ships
of the CV class.

A Strike Cruiser was selected to represent a possible future
ship outfitted with the AEGIS Weapon System.

Figure 1-1 represents the relative complexity of digital sys-
tems in the selected ships. The figure shows major computers, periph-
eral memory, and operator consoles. These are segmented by the basic
functions of a combat system: target detection, combat direction, weapon
control, and operability testing. The memory available to system compu-
ters is represented by the vertical scale; processors are represented
by symbols. The number of operator consoles involved in these functions
is also represented by symbolic blocks. The figure shows the growing
trend toward automation, particularly in the functions of detection and
systems test. This trend is accompanied by a reduction in the number
of operators required for manual tasks of target position plotting.

Table 1-2 summarizes the types of digital computers employed
in these shipboard systems. There has been a strong tendency to stan-
dardize the computer equipment used in shipboard combat systems. The
USQ-20, CP-789, and CP-848 computers have been used in a variety of ship
applications. The AN/UYK-7 and AN/UYK-20 computers implement more re-
cent technology and are designated by the Navy as ''standards'" for cur-
rent and future shipboard tactical digital applications.

DLG-28 (USS Wainwright), deployed in 1966, was the first op-
erational ship to carry a complete Naval Tactical Data System (NTDS).
The growth of digital capability in the Fleet from the initial digital
systems in support of command and control to the present inclusion of
digital fire control has been an evolutionary process, resulting from
early pioneering in this area by the Naval Ship Engineering Center
(NAVSEC).

Responsibility for acquisition and maintenance of software and
systems has been divided among several participating organizations with
equipment responsibility typically at NAVSEC and software responsibility
at Fleet Combat Direction System Support Activity (FCDSSA), Dam Neck
(DN) or San Diego (SD). A significant part of the testing of these sys-
tems is conducted at the Navy's Mare Island Facility and aboard Fleet
units.

Both digital hardware and software have advanced through many

stages of development. The lessons learned within the framework of the
NTDS development have led to several generations of standard computers,

1-4
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TABLE 1-2

SHIPBORNE COMPUTERS

Computer Word Length Cycle Time No. of
Designation (bits) (ps) System CPU's
CP-642/USQ-20 30 8 DLG-28 3
CP-642B/USQ-20 30 4 CVAN-68 S
CP-789/UYK 18 DLG-28 2
CVAN-68 2
CP-848/UYK 18 2 DLG-28 2
DDG-9 2
CVAN-68 2
Mk 157 16 CVAN-68 1 (option)
AN/UYR~-7 32 1.5 DDG-9 L
DLGN-38 6
AEGIS Ship 14
AN/UYK~20 16 0.75 DDG-9 2 (future)
AEGIS Ship 8

of which the AN/UYK-7 and AN/UYK-20 represent the latest.

In a similar

manner, standard displays have also evolved, with the AN/UYA-4 Display
Methods of programming have advanced
from the dedicated processing of the early years to substantial amounts

Group being the latest example.

of shared-memory processing and some use of multiprocessing.

Recent

hardware developments have shown a growing interest in the use of limited

special-purpose processing (e.g., microprocessors).

these programs have indicated a growing need for:

Lessons learned in

1. Strong program management, from inception to development
maintenance,

2. Detailed documentation requirements,

3. Standard high-level language development (CS-1, CMS-2),

4. Standard equipments, general and special purpose,
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5. Functional system segments and common modules,
6. Firmly controlled interface specifications, and
7. Rigorous control of testing and changes.

The trend in shipboard digital instrumentation has progressed
to include digital fire control in a significant number of our surface
combatants. The development of these fire control systems has been in-
dependent but has made extensive use of NTDS equipments and technology.

Implementation of Automatic Detection and Tracking (ADT) of
sensor information has received substantially less attention than is de-
sirable. A requirement for identification friend or foe (IFF) beacon
video processing was imposed on the Fleet during deployment in SEASTA to
cope with the heavy track load and maintain appropriate classification
of targets. A number of other systems are currently undergoing develop-
ment, selected elements of which will be installed in future ship im-
provement programs. Among these are the AN/SPS-48C radar and the AN/
SYS-1 Integrated Automatic Detection and Tracking (IADT) system.

Major support systems aboard ships are also undergoing rapid
change with automatic digital processing and control providing the prime
forcing factor. Among these are systems for navigation, communication,
and specialized functions such as aircraft landing control systems. A
major growth in force and Fleet level coordination of command, control,
and communications (C3) functions is expected in future years.

Computer control of operational readiness test and fault iso-
lation is expected to continue to advance. Replacement of the analog
fire control computer with a digital computer has resulted in a major
improvement in reliability. The Operational Readiness Test System
(ORTS) of AEGIS represents a major improvement in this area. Increasing
development of computer-controlled on-line testing is expected in future
improvement programs.

Information was gathered on shipboard Weapon Systems through
visits to Program Managers and contractors, as well as through refer-
ence to APL/JHU personnel who have been directly involved with asso-
ciated programs. The principal agencies visited are listed in Table 1-3.

1-7
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TABLE 1-3

WEAPON SYSTEM PROGRAM VISITS

Weapon System Date
Program Agency Visited Responsibility (1975)
DLG-28 NAVSEA 6541 Program Manager (Terrier) 3/4

FCDSSA(DN) Development and Maintenance | 2/11-12,
Agent 3/12-13
DDG-9 NAVSEA 6542 Program Manager 3/4
FCDSSA(DN) Development and Maintenance 3/13
Agent
Raytheon Co. Software Contractor 3/17
DLGN-38 NAVSEA, PMS 378 | Program Manager 3/10
NAVSEC 6172 Development Agent 3/4
FCDSSA (DN) Maintenance Agent 3/12-13
Raytheon Co. Software Contractor 3/17
cv FCDSSA(SD) Development and Maintenance | 2/25-26
Agent
AEGIS NAVSEA, PMS 403 | Program Manager 2/24
RCA Corp. System Contractor 2/12-14
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2. DLG-28 COMBAT SYSTEM

2.1 GENERAL SYSTEM DESCRIPTION

DLG-28 (USS Wainwright) is one of 30 DLG's armed with the Ter-
rier or Standard Missile (SM-1) missile Weapon System. DLG's 6 through
15 were recently modernized to the same functional capability as DLG's
28 through 35, as were DLG's 16 through 25. The latter have missile
batteries fore and aft as contrasted to DLG's 6 through 15 and DLG's 26
through 35 which have single batteries. These ships all have Naval Tac-
tical Data Systems (NTDS) and Terrier Digital Fire Control Systems (DFCS).

The mission of the DLG is to operate independently or with
strike forces, antisubmarine forces, or hunter/killer groups to provide
area antiair warfare (AAW) defense for convoys or amphibious assault
forces, and to coordinate engagement of submarine, air, and surface
threats.

The major subsystems of the DLG-28 combat system are the sen-
sor system, the combat direction/weapon direction system, and the mis-
sile, gun, electronic warfare, and antisubmarine warfare Weapon Systems.
These subsystems are integrated into the total conlat system to support
tactical operational requirements for target detection, tracking, iden-

tification, evaluation, and assignment to weapons for controlled engage-
ment.

2.1 Sensor System

The primary capability for detection, tracking, and identifi-
cation of air and surface targets is provided by the search radar system
and its associated identification friend or foe (IFF) equipments. The
DLG-28 is equipped with a surface search radar (AN/SPS-10), a three-
coordinate long-range air-search radar (AN/SPS-48), and a two-coordinate
long-range air-search radar (AN/SPS-43). The IFF capability for the
DLG-28 is provided by the Automatic Identification Mk XTI System (AIMS).

Video processing equipment designated as the Beacon Video
Processor (BVP) operates on IFF data to provide an automatic identifi-
cation capability for friendly aircraft. The BVP system includes a
general-purpose digital computer (CP-789/UYK) and associated software.

The primary capability for subsurface target detection and

tracking on the DLG-28 is provided by a sonar detection-ranging set (AN/
SQS-26BX).
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The electronic support measures (ESM) functions of the DLG-28
are provided by an electronic warfare system (AN/SLQ-26) and an elec-
tronic countermeasures receiver set (AN/WLR-1).

2.1.2 Combat Direction/Weapon Direction System

Combat direction functions on the DLG-28 are provided by the
NTDS. The primary elements of NTDS are a data processing system, a dis-
play system, data communications equipments, and miscellaneous data con-
version equipments. Integrated with NTIDS and sharing common equipments
is the Weapon Direction System (WDS) Mk 11.

The data processing system includes three general-purpose
digital computers, associated software, and various peripheral devices.
The communication system includes equipments that provide the capability
for the DLG-28 to participate in data exchange over data Links 4A (digi-
tal control data to aircraft), 11 (computer-to-computer data exchange
with remote units), and 14 (tactical data from Tactical Data System (TDS)
to non-TDS units).

2.1.3 Weapon Systems

The primary Weapon System aboard the DLG-28 is the Terrier
guided missile system. There are two missile fire control systems
(Mk 76 Mod 6), and each is supported by a general-purpose digital com-
puter (Mk 152) and associated software. Missiles are launched from a
guided missile launching system (Mk 10 Mod 7), which is shared with the
antisubmarine warfare (ASW) system.

The DLG-28 gun Weapon System consists of a gun fire control
system (Mk 68 Mod 8), a 5"/54 gun mount, and two 3"/50 gun mounts.

ASW functions are supported by an underwater battery fire con-
trol system (Mk 114 Mod 12), ASROC missiles launched from the Terrier
launcher, and two torpedo tubes.

Electronic warfare functions are supported by two electronic
countermeasures (ECM) sets (AN/SLQ-22).

2.1. 4 Acquisition History

The DLG-28 was the first Navy ship with a fully automated NTDS.
The addition of digital fire control has further extended the digital
capability. The future incorporation of an AN/SPS-48C radar with Auto-
matic Detection and Tracking (ADT) and an SM-2 missile capability will
make this a highly capable ship.
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NTDS Operational Program (Combat Direction System): The
first operational NIDS for DLG's were deployed in 1962, and Service
Test Programs, Model O, were provided to several NTDS ships. These
were limited capability programs designed primarily for support of
antiair warfare requirements. During the 13 years following this ini-
tial capability, NTDS programs have undergone extensive modifications
both to structure and to operational capabilities. The present pro-
grams are designated as Model III programs. The most capable of these
is the Phase 3 version, which supports Antiship Missile Defense (ASMD)
improvements and the DFCS on DLG-28 class ships. Beginning in July
1976, Model IV NIDS operational programs will replace Model III programs
in DLG-28 class ships, as well as other units equipped with Link 11 com-
munication equipments.

The 13-year period of development for DLG NTDS operational pro-
grams was accompanied by a learning process in the control and management
of software development for complex real-time tactical data processing
systems. Many of the procedures in present use resulted from lessons
learned during early NTDS program development.

After the initial version of the NTDS DLG operational program
was successfully deployed, it was turned over to the Fleet Combat Direc-
tion System Support Activity (FCDSSA) at Dam Neck (DN), Virginia, for
maintenance. Further modifications are then supervised by FCDSSA per-
sonnel. Since the initial program was turned over to FCDSSA, subsequent
development has been almost entirely under the auspices of this activity.
There has been no recent program acquisition as such, but there is a con-
tinuing process of modification by an on-site subcontractor under a
level-of-effort contract. This is also true for in-process Model IV de-
velopments for DLG-class ships. During the process of program revision,
FCDSSA also acts as integration agent and validation agent for the Navy.

DFCS Operational Program: Development of the DFCS Operational
Program began in 1969. At that time the program was designated as the
Terrier Adaptive Fire Control System (AFCS) computer program. APL/JHU
designed the Advanced Development Model (ADM) version of this program.
During early design phases, the program was redesignated as the Digital
Fire Control System computer program. Vitro/Automation Industries was
assigned production responsibility. The first production DFCS was eval-
uated in 1972 aboard the DLG-26. A follow-on version of the DFCS was
designated as the Universal DFCS computer program. The Universal Pro-
gram was designed to operate with Mk 76 Mods 6, 7, and 8 DFCS's. The
DLG-28 received DFCS modification in 1974.

2.1.5 System Diagram

A system block diagram of the DLG-28 combat system is shown
in Fig. 2-1. Functional changes being provided by the introduction of
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Fig. 2-1 DLG-28 Combat System

the Standard Missile 2 (SM-2) capability to DLG's 16 through 35 are in-
dicated by shaded blocks. The characteristics of any given computer
(e.g., Cl) are given in Table 2-1.

22 COMPUTER SYSTEM ARCHITECTURE
2.2.1 Computer Characteristics

The DLG-28 combat system is supported by seven general-purpose
stored-program digital computers specifically designed for use in real-
time military applications. Computer characteristics and operational
functions are given in Table 2-1. Any specific computer can be cross-
referenced to Fig. 2-1 by using the unit designation (e.g., Cl) in the
table.

There are three CP-642A/USQ-20 computers aboard the DLG-28,
and each communicates directly with the other two via an intercomputer
input/output (I/0) channel pair. The 642A has a 32k word memory, a
word length of 30 bits, and a speed of 8 us.
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TABLE 2-1
DLG-28 COMPUTER SUMMARY
Pro-
Unit Type Function cessor | Memory
T 81 CP-789/UYK "(1218) Beacon video processing, auto 1 16k
(18 bit, 4 us) detect and correlate, friendly
identification
S2 AN/UYK-20 Automatic Detection and Track- 1 40k
(future) | (16 bit, 750 ns) ing
CF CP-789/UYK (1218) Control Format Unit: inter- 1 16k
(18 bit, 4 us) face control and data conver-
sion
Cl, C2, |CP-642A/USQ-20A NTDS/WDS Mk 11: rate-aided 3 32k
C3 (30 bit, 8 us) tracking each
Threat identification and
evaluation, weapon assignment
and control
Data link communication, air
intercept control
Wl, W2 CP-848/UYK (Mk 152) | Missile fire control, Terrier 2 32k
(18 bit, 2 us) DFCS Mk 76 each
W3 AN/UYK-20 Weapon Direction System Mk 14, 1 64k
(future) { (16 bit, 750 ns weapon assignment and control
W& AN/UYK-20 Communication Tracking Set 1 64k
(future) | (16 bit, 750 ns) AN/SYR-1 processor, control
and processing of SM-2 missile
downlink data
There are two CP-789/UYK computers aboard the DLG-28. This

computer is often referred to as the Univac 1218 Military Computer or

simply as the 1218.

memory, a word length of 18 bits, and a speed of 4 ps.

pair.

sion) or more frequently the Mk 152.

The 1218 is a medium-scale general-purpose computer

used primarily in control and formatting applications. It has a 16k word

There are two CP-848/UYK computers aboard the DLG-28, and each
communicates directly with the other via an intercomputer I/0 channel

a 32k word memory, a word length of 18 bits, and a speed of 2 us.
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The general-purpose digital computers aboard the DLG-28 are sup-
ported by the following standard Navy computer perirheral equipment:

1. Mk 152 Computer Peripheral Equipment

Digital Data Recorder Mk 19 — Auxiliary storage device
consisting of two magnetic tape decks.

Input/Output Console Mk 77 (two) — comprised of a paper
tape perforator, a paper tape reader, a page printer, and
an alphanumeric keyboard, all of which operate on a single
computer I/0 channel.

2. Other Computer Peripheral Equipment

Signal Data Recorder Reproducer RD-243/USQ-20(V) — mag-
netic tape unit with duplexed I/0 for two-computer time-
shared use (only one in control at a time).

Signal Data Recorder Reproducer RD-231/USQ-20(V) — paper
tape unit with punch/reader capability, used primarily in
debug operations.

Teletypewriter Set AN/UGC-13 (modified) — hard copy I/0
device used in operations such as Link 14 data exchange
etc.

2.2.2 Functional Allocation among Computers

The three CP-642A computers aboard the DLG-28 are linked to-
gether to form the major data processing element of the NTDS. This
three-computer complex is designated as the NTDS unit computer. The
NTDS unit computer is supported by a single computer operational pro-
gram. Intercommunication among the three processors is accomplished
via intercomputer I/0 channels. The DLG-28 NTDS complex has primary
responsibility for the combat system real-time antiair, antisurface,
and antisubmarine combat direction functionms, including tactical data
correlation and evaluation. Also resident in the unit computer are the
program functions necessary to support weapon direction requirements for
the Terrier missile fire control system and the gun fire control system.
This part of the system is designated as WDS Mk 11.

The two 1218 (CP-789) computers are required to support spe-
cial-purpose processing in association with NTDS/WDS operations. One
1218 is used as a part of the BVP system. The system provides the capa-
bility for real-time automatic identification and tracking of friendly
aircraft through the processing of IFF video signals. A direct interface
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from this computer to one of the NIDS CP-642A's is implemented. The
second 1218 is designated as the Control Format Unit (CFU) computer.
The CFU computer is used to provide a single CP-642A computer interface
with the Mk 152 (CP-848) computers of the Terrier missile fire control

system and with the many data sources connected to the Keyset Central
Multiplexer (KCMX).

Each of the two Mk 152 computers is a part of a Terrier mis-
sile fire control system. Together with its associated software, the
Mk 152 is responsible for the performance of the basic computations re-
quired to engage targets with missiles, according to a designated op-
erational mode. This includes processing required for fire control
radar designation, missile launcher control, and other functions that
may be required to acquire, track, and engage targets of interest.

2.2.3 Interrelation among Computers

The normal configuration of computers aboard the DLG-28 is
shown in Fig. 2-1. The CP-642A computers (Cl, C2, and C3) communicate
directly with each other over intercomputer I/O channels. The Mk 152
computers also communicate directly with each other over intercomputer
I/0 channels. The 1218 BVP computer operates as a peripheral to one of
the NTDS CP-642A computers, using a peripheral I/0 channel. The 1218
CFU computer interfaces with a single CP-642A and a single Mk 152, using
special-purpose equipment in each interface. The primary function of

the special-purpose equipment is to overcome intercomputer channel limi-
tations on the CP-642A computers.

The following combat system casualty configurations for the
computers aboard the DLG-28 are available:

1. NIDS can operate at a reduced capability using only two

CP-642A computers and a reduced capability operational
program.

2. The BVP and CFU computers (1218's) are interchangeable
through a switching arrangement.

3. Either of the fire control system Mk 152's can interface
with the NIDS/WDS complex via the CFU computer.

2.2.4 Functional Interfaces with Sensors

NTDS has the primary responsibility for the tactical process-
ing of data derived from the DLG-28 sensor systems. All sensor data
(with the exception of certain IFF data) are input to the NTDS opera-
tional program via operator action at either general-purpose display
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consoles or special-purpose keyset equipments. Search radar data are
entered via the display system complex; electronic support measures
data and sonar data are entered via the signal conversion equipments of
the KCMX. Automatic (computer-to-computer) input of selected IFF data
is accomplished through the BVP equipments. Figure 2-1 shows the pri-
mary computer system/sensor system interfaces for the DLG-28.

2,2.5 Functional Interfaces with Weapons

NTDS/WDS provides the primary data interface with all DLG-28
Weapon Systems. Communication between NTDS/WDS computers and all weapons
is accomplished via the CFU computer. The CFU provides for direct data
transfer to one of the Mk 152 computers of the Terrier missile fire con-
trol systems. This Mk 152 computer transfers the appropriate NTDS/WDS
data to the other Mk 152 computer. Communication between the CFU and
all other Weapon Systems is accomplished via the signal conversion equip-
ments of the KCMX. Communication between the Mk 152 computers and asso-
ciated fire control system elements is accomplished via the signal con-
version equipments of the signal data converter Mk 75. Figure 2-1 shows
the primary computer system/Weapon System interfaces for the DLG-28.

2.3 COMPUTER PROGRAM ARCHITECTURE
2.3.1 Naval Tactical Data System Computer Program

The DLG-28 NTDS computer program is identified as a Model III
Phase 3 Computer Operational Program. All current tactical data system
programs are Model III programs. The Phase 3 version is the most capa-
ble of the Model III programs. For the DLG-28, this program supports
ASMD improvements and an intercomputer interface with the Terrier DFCS's.

To fulfill the various operational conditions of readiness
that can exist, two types of NIDS operational programs are available for
use. A Full Operational Capability Program is designed for use with all
three CP-642A computers. Also, there is a Reduced Operational Capabil-
ity Program designed for use with only two computers. This program is
used in the event of a computer system casualty. Both programs make use
of the dynamic modular replacement capability described in the next sec-
tion.

2.3.2 NTDS Program Architectural Structure

The full capability NTDS operational program is referred to as
a three-computer dynamic modular replacement (DMR) program. The basic
module of the NTDS operational program is a subprogram element designed
to perform a specific task or group of functionally related tasks, inde-
pendently of other program modules. Each module is also designed to
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support communications with other modules in the program without regard
to the internal processing of the other modules. This communication is
accomplished under executive system control and consists of either data
or instruction transfer. During program development, modules are speci-
fied, designed, programmed, and tested individually.

DMR is a technique that allows an NTDS operational program to
be reconfigured by the addition or deletion of certain modules from the
computer core. This can be accomplished during program execution with-
out disruption to normal tactical operations. DMR helps overcome pres-—
ent core constraints on the size of the operational program while pro-
viding the capability for satisfying several diverse mission requirements
with a single computer program. Modules that are entered into fixed core
locations at program loading are referred to as resident modules. Mod-
ules that can be dynamically added or deleted from the program during
execution are referred to as transient modules. In the DLG-28 opera-

tional program, transient modules are entered into core from a magnetic
tape unit.

The basic structure of all NIDS modules, resident and tran-
sient, includes a data section and an instruction section. The data sec-
tion includes local data for module use only, executive interface data
to be used in the transfer of Central Processing Unit (CPU) control, and
a storage area for messages received from other modules. The instruc—
tion section includes a real-time instruction set and, if appropriate,
may also include a periodic instruction set and/or an equipment inter-
face instruction set. The executive system controls entry into a module's
real-time, periodic, or equipment processors. Each module has a unique
priority designator that indicates when CPU control will be transferred
to its specific processing tasks. This designator is a part of the ex-
ecutive interface data contained in the module's data section.

2.3.3 NTDS Executive Program

The NTDS executive system is constructed in four functional
sections. These sections are designated as Common Control (CC), Execu-
tive (EX), Intermodule/Intercomputer (IMIC), and Data Update (DU). An
identical executive system resides in each of the three CP-642A com-
puters used by the operational program, and processing in all three com-
puters proceeds independently and simultaneously. Control is trans-—
ferred to the executive system of each computer after the program has
been loaded and brought on line.

The executive system Common Control section contains a common
data area and an area for common processing routines. These items can
be referenced by any module, as required. The common data area contains
fixed length tables for storing track data, console data, and data ex-
traction information. The common routines area contains mathematical
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routines such as sine, cosine, and square root. It also contains other
routines such as those required for message data packing and preset op-
erations.

The Executive section is responsible for maintaining program
control over all modules resident within its computer. It schedules
all real-time and periodic references to each of these modules. Task
scheduling is accomplished according to a predefined priority scheme
that is based on both the module's servicing priority and whether the
required module task is a real-time task or a periodic task. The Execu-
tive section is made up of three segments: a display initiation sub-
executive, a real-time subexecutive, and a periodic subexecutive. The
highest program priority is given to display initiation tasks. These
are followed by real-time tasks and then by periodic tasks. Tasks are
serviced in priority order for each Executive section cycle, so that
real-time tasks are not serviced if there are any display initiation
tasks to be completed, and periodic tasks are not serviced if there are
any real-time tasks to be completed. Display initiation tasks are
executed only in the computer interfacing with the display system com-
plex.

The primary function of the Executive system's IMIC section is
to control message transfer between modules. The IMIC section also con-
trols computer preset procedures and provides for common data update via
the Data Update section of the executive system. Intermodule message
transfer, whether between modules of the same computer or between modules
of different computers, can only be accomplished through the IMIC section
of the Executive system.

The Executive system's Data Update section is responsible for
entering, updating, and clearing data in the data stores area of the
Common Control section. Messages are transferred to the Data Update sec-—
tion via the IMIC section. Messages from any module that are addressed
to the Data Update section are sent to the Data Update sections of all
three of the system's computers. The structure of the Data Update sec-
tion of the Executive system is similar to that of the basic program
module, and, in the program, Data Update is given the highest priority
for real-time processing. This ensures that program common stores are
always updated at the first available opportunity.

2.3.4 NTDS Equipment Interfaces

The NIDS computer program communicates with the following on-
line equipment via the CP-642A peripheral I/0 channels:

a. Recorder Reproducer RD-243/USQ-20(V) (magnetic tape unit)

b. Recorder Reproducer RD-231/USQ-20(V) (paper tape unit)
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c. Teletypewriter Set AN/UGC-13 (computer operations)
d. Teletypewriter Set AN/UGC-13 (Link 14 operations)

e. Data Display Group AN/SYA-4 (consoles and associated equip-
ments)

f. BVP Computer (IFF video processing)
g. CFU Computer (digital data formatting etc.)
h. Video Signal Simulator SM-319A/SYA-4 (test functions)

i. Weapon Control Panel SB-1881/USQ-20 (special purpose con-
sole)

j. Data Terminal Set 0A-4477/SSQ-29 (Link 11 operations)
k. Digital Data Communications Control Set AN/SSW-1A (Link 4A)

Communication between the NTDS computers and these equipments

is accomplished under program control using the I/0 instructions in the
computer repertoire.

The primary tactical data interfaces supported by the computer
program are with the display equipments, the CFU computer, the BVP com-
puter, and the data link equipments (Links 11, 14, and 4A). These are
shown in Fig. 2-1. The most demanding interface is that with the dis-
play complex. The NTDS program provides for generation and refresh of
symbol display data at a rate sufficient to prevent "flickering" (ap-
proximately 16 times/s).

2.3.5 NTDS Module Functions

The modules of the NTDS operational program, a brief descrip-

tion of their primary functions, and their approximate core allocations
are given in Table 2-2.

The percentage of computer time required by each module in the
execution of its tasks is a function of which modules are in the system
and the complexity of the tactical environment. The Executive system
limits module real-time processing tasks to a maximum of 10 ms and an

average of 5 ms. Module periodic tasks are limited to a maximum of 35 ms
and an average of 20 ms.

2.3.6 Digital Fire Control System Computer Program
The computer operational program used in the Mk 152 computer

of the Terrier Mk 76 Missile Fire Control System is designated as the
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TABLE 2-2
DLG-28 NTDS MODULE DESCRIPTIONS

Module Name

Primary Function

Core Allocation

Antisubmarine

Basic Training

Beacon Video Processor

Combat Systems
Operability Test

Control Format
Interface

Data Update
(CCEXIMDU)

Data Extraction

Display

Dynamic Modular
Replacement

Electronic Warfare

Threat Evaluation

Coordination of shipboard antisubmarine warfare activities.
Processes data received from underwater battery fire con-
trol system. Supports antisubmarine warfare coordinator
console mode.

Simulation of a realistic tactical environment for train-
ing purposes. Includes simulation of radar returns for
display on consoles.

Provides interface between NTDS program and BVP equipment.
Supports BVP tracker console mode.

Processes and prints out selected data extraction events.

Provides interface between NTDS program and both the KCMX
and the missile fire control computers.

Includes Executive, Intermodule/Intercomputer, Data Update,
and Common Control data sections. Functions as NTDS execu-
tive system.

Controls the extraction and recording on magnetic tape of
system operational data.

Provides interface between console operators and the NTIDS
program via the display subsystem. Supports all console
displays and pushbutton operations.

Master provides for modification of program configuration.
Slave supports bookkeeping functions in non-master com-
puters.

Provides interface between NTDS program and Electronic War-
fare (EW) data entry devices. Supports an EW console mode.

Provides estimate of relative threat for all system tracks.

3850

3150

4800

2900

900

3900

1300

11350

3050
100

11900

1750
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TABLE 2-2 (cont'd)

Module Name

Primary Function

Core Allocation

Tracking

Weapon Assignment

Weapon Control

Height
Height/Size
Identification
Intercept Control

Intercept Vector

Link 4A

Link 14

Resident Control
Surface Operations

System Tracker/Link 11

Performs tasks associated with rate-aided tracking based on
track position data entries. Supports detector/tracker and
track supervisor console modes.

Provides solutions to force and ownship tactical problems
and provides processing for engagement orders. Supports
ship weapon coordinator's console mode.

Controls the exchange of order and status information between
NTDS and the missile and gun systems. Supports the fire con-
trol system coordinator and engagement controller console
modes.

Processes height inputs and a limited number of size inputs
from consoles.

Processes air-track height and size data inputs from consoles.

Processes track identification data received from consoles
and from other modules such as the BVP, Supports the identi-
fication console mode.

Supports intercept controller tasks for vectoring intercep-
tors to attack positions. Calculates trial intercepts.

Supports intercept controller tasks for vectoring intercep-
tors to attack positions. Calculates pursuit or collision
geometries.

Provides an interface between the NTDS program and the Link 4A
communications equipments.

Selects and formats NTDS tactical data and supplies it for
broadcast to non-NTDS ships in the force.

Provides utility processing routines such as inspect, change,
clear, etc.

Provides solutions to trial maneuver problems for closest point
of approach. Maintains position and velocity for ownship.

Provides processing for Link 11 data exchange with other units.

9900

10100

7100

600

1650

1950

5300

2900

950

2450

1850

2350

6950

QNYIAHVN 13HNYT
A”O1vHdO8VY1 SOISAHd d3IMddY

ALISHIAINN SNINJOH SNHOPM 3HL



THE JOHNS HOPKINS UNIVERSITY
APPLIED PHYSICS LABORATORY

LAUREL, MARYLAND

Universal Fire Control Computer Program. It operates with the Mk 76

Mod 7 and Mod 8 Terrier fire control systems, as well as the DLG-28

Mk 76 Mod 6 system. There is an identical DFCS computer program resi-
dent in the Mk 152 computer of each missile fire control system. Commu-
nication between the two computer programs is accomplished over Mk 152
intercomputer I/O channels.

2.3.7 DFCS Program Architectural Structure

The DFCS computer program is a modular program. Modular ele-
ments are designated as subprograms. The Universal Fire Control Computer
Program consists of 34 subprograms, identified as either Executive and
Control subprograms (11) or Data Processing subprograms (23).

A subprogram is designed to accomplish a specific task or a
set of functionally related tasks. A task is an operation (or group of
operations) that is functionally independent of other program operations.
An example of a task is "Perform Trigonometric Conversion." This is a
task of the Common Processing subprogram. The functions of a subprogram
are defined by the tasks to be performed by that subprogram. A task may
be further defined by the individual functions that are associated with
its processing. Each subprogram having independent tasks to perform is
designed with its own executive subroutine to sequence to its tasks, as
appropriate. The overall program is then controlled by an executive sub-
program that contains higher level control and timing logic.

0f the 34 DFCS subprograms, about 17 are used in the process-
ing of tactical operations. The remaining subprograms are used pri-
marily in data extraction or system test operations.

2.3.8 DFCS Executive Program Functions

The DFCS computer program is designed such that tactical sub-
programs are selected and executed according to specific predefined
modes of Fire Control System (FCS) operation. There are nine primary
operational modes defined; eight are designated as tactical modes, and
one is designated as the System Test Mode. Tactical mode processing re-
quires the use of 17 subprograms including the Executive and FCS Control
subprograms.

The eight tactical modes and their primary functions are as
follows:

1. Air Ready — provides for the setup of an FCS standby con-
dition, wherein all elements are in a stowed position but
are ready for immediate response.
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2. Designation — provides for initial positioning of the radar
beam to a point in space corresponding to the designation,
provides for automatic selection and execution of the
proper director search pattern, and provides for response
to input control and status signals while the director is
attempting to acquire the target.

3. Air — executes processing functions for normal operations
in an air mode including director control, target position
prediction, launch missile orders, engageability calcula-
tions, etc.

4. Shore — executes functions that are required in the mis-
sile engagement of shore targets.

5. Surface One Director — executes functions appropriate to

the engagement of surface targets with a beam-riding mis-
sile.

6. Surface Homing — executes functions that are required in

the engagement of surface targets with missiles in the
surface homing mode.

7. Self-Defense CBT — executes functions appropriate to en-
gagements using the continuous boat track (CBT) capability.

8. Self-Defense SSE — executes functions appropriate to en-

gagements using the sector scan engagement (SSE) capabil-
ity.

Subprogram sequencing and execution for these tactical cpera-
tional modes is controlled by the FCS Control subprogram. This subpro-
gram is in turn under the control of the DFCS Executive subprogram.

These two subprograms perform the tactical processing executive func-
tions.

The major tasks of the Executive subprogram include defining
when the FCS Control subprogram is to be executed, initiating and con-
trolling the clock cycle time, and maintaining time correlation with the
NTDS computer system. The FCS Control subprogram has only one task — to
control when the subprograms for which it is responsible are to be exe-
cuted. On the basis of system status signals, a mode determination sub-
program establishes the correct mode to be executed. The FCS Control
subprogram then calls the required subprograms for that mode.

The basic execution rate of the FCS Control subprogram is con-
trolled by a rigidly defined Executive subroutine. The execution rate
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for subprograms in the Designation and SSE modes is 32 times/s. The
execution rate for all other subprograms is 16 times/s, except for the
Engage subprogram which is 2 times/s. All of these execution rates are
derived from a basic 32-per-second rate through a counting process in

the FCS Control subprogram. A brief description of the subprogram ele-
ments is given in Section 2.3.10.

This section has described executive processing for tactical
mode operations. A similar processing routine is used for system mainte-
nance test (SMT) operations. These are accomplished under control of the
SMT Control subprogram in conjunction with the Executive subprogram.

2.3.9 DFCS Equipment Interfaces

The DFCS computer program communicates with the following on-
line equipments:

1. Signal Data Converter Mk 75

2. Digital Data Transfer Unit (DDTU) (part of Signal Data
Converter)

3. Digital Computer Mk 152 (other FCS)
4. Digital Data Recorder Mk 19 (magnetic tape unit)

5. Input/Output Console Mk 77 (PTU, printer, keyboard)
6. Control Panel Mk 298 (switching etc.)

7. RF Simulator System

Communication between the DFCS computer and these equipments
is accomplished under program control using the input/output instruc-
tions in the computer repertoire.

The primary tactical operational data interfaces, as shown on
Fig. 2-1, are the NTDS/WDS interface and the fire control radar ard
launcher interfaces. The DFCS computer program operates on inputs re-
ceived from NIDS/WDS via the CFU and from the fire control radar and
missile launching system via the Signal Data Converter. After the ap-
propriate processing is accomplished in response to these inputs, the
DFCS program generates outputs of designation position and search and
surveillance patterns. When appropriate, the program also solves the
fire control problem to derive outputs of launcher position and rate
orders, missile orders, target angular rates, target present position,
and engageability parameters. Engageability and DFCS status are pro-
vided to NTDS/WDS for use in combat direction/weapon direction opera-
tions. The DFCS interface with NTDS/WDS is accomplished through a
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the other DFCS computer over a direct intercomputer interface.

2.3.10

DFCS Subprogram Functions

That computer forwards NTDS/WDS information to

The DFCS computer program is divided into an Executive subpro-
gram, 2 mode control subprograms, 8 test control subprograms, 22 data
processing subprograms, and a common processing subroutines subprogram.
The subprograms of the DFCS operational program, a brief description of
their primary functions, and their approximate core allocations are given

in Table 2-3.

TABLE 2-3
DLG-28 DFCS SUBPROGRAM DESCRIPTIONS

Core
Subprogram Name Primary Function Allocation
Air Ready Provides for positioning director to stow position, generat- 200
ing launcher stow orders, etc.
ASMD Readiness Supports a system maintenance test. 900
Automatic Monitoring Provides display interface for use in system monitoring. 870
CFU Interface Provides for program interface with CFU computer. 1250
Common Processing Provides a collection of mathematical equations and logical 1130
processes designed to solve recurring program operations.
Data Extraction Provides magnetic tape storage for selected quantities. 1460
Designation/Search Performs major program functions for all designation or 2800
search modes.
DFCS UFCCP Executive Provides overall system executive functions. Establishes 30
when FCS Control subprogram is executed, determines when
each program clock cycle is initiated and controls dura-
tion, and provides for time correlation with NTDS.
Engageability and Combines computation of target engageability and a mis- 610
Display cellany of display functions that require low update rates.
FCS Control Controls the execution of 17 subprograms (primarily tacti- 220
cal subprograms).
Fire Control Supports a system maintenance test. 2260
Parameters
Firing and Casualty Supports a system maintenance test. 1050
Readiness
Interbattery Not applicable to DLG-28 430
Intercomputer Provides for data transfer between two Mk 152's. 430
I0C Display Provides program output interface with I/0 console. 410
Launcher /Missile Computes launch doctrine and orders for the launcher and 1380
Orders missile
Mode Determination Provides for evaluation of major computer mode~-determining 830
logic and makes results available for internal and external
use.
Relative Alignment Supports a system maintenance test. 4950
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TABLE 2-3 (cont'd)

Core
Subprogram Name Primary Function Allocation
RF Simulator Control Supports a system maintenance test. 1140
SDC Input Formats data from Signal Data Converter for use by 590
program.
SDC Output Provides program output interface with Signal Data Converter 400
Secondary Air Search Supports a system maintenance test. 1240
Shore Computes functions associated with shore mode. 230
SMT Control Controls the execution of 11 subprograms (primarily SMT 350
subprograms).
SMT Input Processing Interprets and converts data from I/0 console for use by 1390
program.
Surface One-Director Computes functions associated with surface mode. 40
Surface/Shore Mode Supports a system maintenance test. 2300
Readiness
Target Generation Supports a system maintenance test. 680
Target Position Calculates target position quantities and predicts certain 600
and Prediction future target positions.
Tracking Provides for control of director angular position in all 1190
modes for which one or both axes are to be positioned on
the basis of 55B derived target data.
True Alignment and Supports a system maintenance test. 2300
Transmission
UD1230 Input Not applicable to DLG-28. 490
Processing
UD1230 Output Not applicable to DLG-28. 550
Processing
Weapon System Suppcrts a system maintenance test. 2060

Parameters
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2.4 SOFIWARE DEFINITION, DESIGN, AND IMPLEMENTAT ION
2.4.1 NTDS Program Definition, Design, and Implementation

The NTDS computer operational program for the DLG-28 is an in-
service program that has evolved through a series of design improvements.
Most of the definition, design, and implementation activities associated
with this program development have been related to the modification of
an existing program. The selected modular structure of the program al-
lows modification of specific functional areas with minimum impact on
other functional areas. This is a necessary and desirable feature since
the NIDS program must be frequently modified to accommodate new require-
ments that result from the implementation of new equipment or revised
operating concepts,

The definition phase for program modification is normally un-
dertaken as a joint effort between the maintenance agent (FCDSSA(DN)) and
an agent for the activity sponsoring the modification. The requirements
associated with the modification are documented in appropriate system-
level specifications. Where the modification results in new require-
ments for an interface with the NTDS computer, a jointly developed and
jointly promulgated Interface Design Specification is issued. Continu~
ity of program design, as well as technical and operational feasibility,
is assured by the participation of the maintenance agent in the require-
ments definition phases of program modification.

To support effective implementation of new design requirements,
FCDSSA(DN) has prepared a comprehensive Program Production Procedures
Manual (PPPM). This four-volume document provides guidance in all phases
of program production through delivery and maintenance.

Program modifications coded in machine language for the CP-
642A are produced via the CS-1 compiling system, an early version of one
of the Navy's current standard compilers (CMS-2). Where low-level lan-
guage code is more appropriate to implementation requirements, its use
is allowed (e.g., executive programs, input/output, etc.).

2.4.2 DFCS Program Definition, Design, and Implementation

The definition phase of the DFCS design effort established com-
puter program performance requirements for the DFCS. These requirements
were developed to support a specified level of operational capability for
the missile Weapon System. The requirements definition task included an

analysis of known limitations and deficiencies in existing analog sys-
tems.

An ADM of the DFCS was developed by the Applied Physics Labo-
ratory. The ADM performed the tactical functions associated with the
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operations of the fire control system and demonstrated the improvement
in tactical performance that could be achieved through implementation of
a DFCS.

As a result of the success of the ADM, the Naval Ordnance Sys-
tems Command (NAVORD) tasked the Applied Physics Laboratory and Automa-
tion Industries/Vitro Laboratories to develop a production version of
the DFCS. Using the ADM as a baseline, APL defined Performance and Capa-
bility Requirements (XWS 13058) for the DFCS. The production version of
the DFCS program was designed and coded by Vitro and documented in Weapon
Specification XWS 9500. This effort included the design and implementa-
tion of maintenance test programs and a data extraction capability. Docu-
mentation for the DFCS computer program was prepared in accordance with
the guidelines of NAVORD XWS 8506, Requirements for Digital Computer Pro-
gram Documentation.

The DFCS program was developed using a top-down design philoso-
phy. The program was easily organized into independent functional areas.
Functional diagrams and flowcharts were prepared as a part of the design
documentation. The TRIM III assembly language was used for the program.

The success of the design and implementation effort can be at-
tributed in part to the extensive interaction between those responsible
for defining program performance requirements and those responsible for
program design implementation. This interaction is addressed in more de-
tail in Section 2.5.2,

2.5 SOFTWARE VALIDATION AND INTEGRATION
2.5.1 NTIDS Program Validation and Integration

The validation and integration of NTDS program modifications is
the responsibility of the NIDS life-cycle maintenance agent, FCDSSA(DN).
FCDSSA(DN) has developed a considerable capability for test and accep-
tance of NTDS computer programs. This capability includes a test de-
partment whose function is to plan, control, and execute thorough testing
of NTDS computer programs. Extensive use is made of on-site equipments,
including a DLG-28 Combat Direction System mock-up. The DLG-28 mock-up
with appropriate simulation support provides the capability to test pro-
gram designs in an operational environment.

Test activities have been allocated to four major test areas:
program module tests, computer integration tests, computer system tests,
and operational program functional checkouts. To ensure that perfor-
mance requirements are supported by program design, FCDSSA participates
in the preparation of test plans, test specifications, and test proce-
dures. Details of test management procedures are provided in Volume IV
of the PPPM.
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Performance deficiencies detected in either the development or
maintenance phases of a program are documented in standardized Trouble
Reports. These can originate from three sources: developing agency,
procuring agency, or the Fleet. Trouble reports are coded according to
severity and are forwarded to the appropriate activities for action.
Procedures for Trouble Report preparation are included in the PPPM.

2.5.2 DFCS Program Validation and Integration

System test and integration activities for the DFCS program
were the responsibility of the Applied Physics Laboratory. Since APL
was also responsible for the definition of DFCS program performance re-
quirements, a system of checks and balances for the definition, design,
and validation phases of program development was achieved. Program de-
sign activities supported by Vitro provided information that assisted
in completing performance requirements specifications and in assuring
that performance requirements were consistent and valid. These perfor-
mance requirements in turn provided the standard by which program de-
sign was measured. Detailed certification test plans and procedures
were developed for use in testing phases of the DFCS program develop-
ment. Initial testing was accomplished at the subprogram or module
level. This was followed by system-level testing at several test site
facilities. These facilities were located at APL, Naval Surface Weapons
Center (NSWC) Dahlgren, and the Guided Missile School (GMS) at Dam Neck.

The APL Land~Based Test Site (LBTS) consisted of a Mk 152
digital fire control computer, SPG-55B radar set, Mk 75 Signal Data
Converter, UYA-4 PPI display console, and a Univac 1218 (CP-789) com-
puter. The 1218 had a target generator and provided simulated inputs
to the DFCS computer. Live radar inputs were also available. The 1218
generated displays for a UYA-4 console that was used as a test input
and monitor console. The 1218 performed data extraction to a magnetic
tape unit. The test procedures would typically require the operator to
set up specific inputs and look for specific outputs either on his con-
sole or in the extracted data.

The NSWC Dahlgren facility had a wraparound tester that also
used a second computer and a UYA-4 to generate test targets and monitor
outputs. No live radar data were available. Testing at NSWC could be
performed manually as at APL, or automatically. In the automatic tests,
a stimulus magnetic tape was generated off-line. The Mk 152 program
was modified to read this tape and record the results of the DFCS pro-
cessing. The answers were then compared with answers that had been
computed off-line. This was found to be a useful testing procedure.

The final step in system testing was to verify system opera-
tion at GMS Dam Neck by placing the DFCS in an operating combat system
configuration. This included interfacing the DFCS to an NTDS/WDS com-
bat direction system and a fire control radar set.
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Each of the testing techniques was found to be useful in DFCS
program validation. In general, the testing and integration tasks pro-
ceeded smoothly with no serious problems or delays.

Integration activities for the DFCS were placed under tight
control through the establishment of a Digital Steering Committee (DSC).
This committee was chaired by Naval Ship Weapons Systems Engineering
Station (NSWSES) and included representatives from NAVORD, APL, Vitro,
NSWC Dahlgren, FCDSSA(DN), and Fleet Missile Systems Assessment and
Evaluation Group (FMSAEG). The activities of this committee encompassed
all phases of program development. The DSC proved to be a valuable
asset to the DFCS program development effort. Major contributions of
the DSC were in the general coordination and management of integration
tasks, the resolution of design conflicts, and the review and verifica-
tion of specifications and other documentation.

2.6 SOFTWARE ACQUISITION MANAGEMENT ORGANIZATION AND METHODS
2.6.1 NTIDS Acquisition Management

The organizations involved in software acquisition for the
DLG-28 NIDS Computer Operational Program are listed in Table 2-4.

TABLE 2-4

DLG-28 NTDS ACQUISITION MANAGEMENT
Program Manager FCDSSA(DN)
System Contractor FCDSSA(DN)
Software Contractor ISSIT
Type Contract Level of Effort
Program Status Deployed
Maintenance Agent FCDSSA(DN)
Software Deliverables Operational Program and

Program Documentation
Validation Agent FCDSSA(DN)
Integration Agent FCDSSA(DN)
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As is apparent from this list, FCDSSA(DN) has primary respon-
sibility for the DLG-28 NTDS software. This responsibility includes ac-
quisition management as appropriate to implementation of program modifi-
cations. Both the management organization and acquisition methods are
well established and are described in detail in Volume I of the PPPM.

The NTDS operational program for the DLG-28 has undergone sev-
eral major modifications since it was turned over to FCDSSA for life-
cycle maintenance. The present program is designated as a Model III
Phase 3 Program. A change in Model number accompanies a change in digi-~
tal data link requirements for tactical data system programs. A change
in phase number results from modifications to a model which incorporate

new operational capabilities. The Model III Phase 3 program is the
most capable of currently implemented DLG programs. A Model IV Com-

puter Operational Program is presently being developed for the DLG-28
class ship.

Acquisition management factors that have been found beneficial
to software development include an early data base design freeze and the
use of an on-site contractor working under a level-of-effort contract.
FCDSSA(DN) maintains a day-to-day working relationship with its contrac—
tors. Both Navy and contract personnel are experienced and knowledge-
able in DLG combat system operational requirements, and this capability
is a definite asset to the implementation of program modifications. In
general, problems are more easily identified, and required actions are

taken earlier than would be possible under other types of contractor
support.

2.6.2 DFCS Acquisition Management

The various organizations involved in the DFCS software acqui-
sition are listed in Table 2-5.

DFCS acquisition management was a primary responsibility of
the DFCS DSC. The DSC exercised control over program configuration, de-
velopment, test, and integration. The DSC was involved in the review
cycle for all program documentation. Acquisition procedures followed
an orderly software development process as described in earlier sections.
Initially, program performance requirements were defined and specified
in XWS 13058. These provided the basis for the specification of program
design requirements in XWS 9500. Both of these documents served as man-
agement tools for subsequent program implementation phases. Other docu-
mentation prepared during program acquisition included a computer pro-
gram specification package, a common data base design document, a com-

puter operator's manual, a computer program evaluation test plan, and a
fire control system test plan.
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TABLE 2-5
DLG-28 DFCS ACQUISITION MANAGEMENT

Program Manager NAVSEA 6541 (Terrier)

System Contractor APL (ADM) Vitro (Production)
Maintenance Agent NSWC Dahlgren

Software Deliverables Operational Program and Pro-

gram Documentation

Validation Agent APL/NSWC Dahlgren (approved
NSWSES, NAVSEA)

Integration Agent APL

In-Service Engineering NSWSES

Agent

In general, the acquisition ‘task was accomplished effectively
and with few major problems. Factors contributing to the overall suc-
cess of the development effort were the activities of the DSC and the
good working relationships (both formal and informal) among the above-
listed organizations.

24 ] OPERATIONAL SOFTWARE MAINTENANCE
27N NTIDS Program Maintenance

After production versions of the DLG operational program were
successfully deployed, FCDSSA(DN) assumed the life-cycle maintenance
responsibility. The transfer of responsibility within FCDSSA(DN) was
orderly due mainly to FCDSSA(DN) being involved from the program's in-
ception. Further modifications, including Model IV, will be supervised
by FCDSSA(DN) personnel. Since the initial program was taken over for
maintenance, the program has developed almost entirely under the aus-
pices of FCDSSA(DN).

2.7.2 DFCS Program Maintenance

NSWC Dahlgren is the agent responsible for the DFCS computer
program maintenance. It receives assistance in this effort from NSWSES
the designated In-Service Engineering Agent, Vitro also provides sup-
port when requested.
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There were no particular problems in transferring the program
to the maintenance agent. The transfer was aided by the fact that NSWC
had participated in the software validation phase at the APL LBTS.

A standard TRIM III language was used to develop the program,
and NSWC had a compiler available. The documentation provided to NSWC
was adequate.

2.8 HIGHLIGHTS

DLG-28 was the first operational (1966) combat system that in-
tegrated the tactical data system functions with weapon direction system
functions resulting in WDS Mk 11. Weapon Systems requirements were iden-
tified by both the NTDS Program Manager and the Weapon Systems manager
in mutually acceptable requirements documents. (MP1)

An on-site level-of-effort contract allowed close working re-
lationships between the NTDS contractor and the development agent. Prob-
lems were easily identified, and required actions were taken earlier than
would have been possible otherwise. (MP1,MS2)

The NTDS system can operate at reduced capacity with only two
computers; the DFCS system can operate at reduced capacity with only one
computer. (SE1,SE2)

The Dynamic Modular Replacement (DMR) technique for read-in
of alternate program modules to facilitate different combat system war-
fare requirements was developed for these ships. (SE2)

An early freeze of Data Base design provided stable program
development control. (SE3)

Common software modules were developed to provide compatibility
among ships of the same class but with different equipment suites. (SE3)

The DFCS program was developed and validated using a land-based
test site at the developer's site (APL). (IP3)

Both Navy and contractor personnel were experienced and knowl-
edgeable in DLG combat system operational requirements. This enhanced
development by exploiting proven development techniques and avoiding
previous mistakes. (MS2)

A single agent was responsible for life-cycle maintenance as

well as modification programming; this allowed an orderly transition
from an existing program to a more capable program. (MS3)
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3. DDG-9 COMBAT SYSTEM

3.1 GENERAL SYSTEM DESCRIPTION

DDG-9 (USS Towers) is one of 29 Guided Missile Destroyers
armed with the Tartar or Standard Missile 1 (SM-1) Medium Range (MR)
missile Weapon System. DDG's 2 through 24 were "new construction,"
whereas DDG's 31 through 36 are converted Sherman/Mitscher DD's. Four
of the DDG's, the C. F. Adams Class, are provided with a Tactical Data
System (TDS).

The general mission of the Guided Missile Destroyer is to
operate offensively with strike forces, to operate with hunter/killer
groups, to support amphibious assault operations, and to screen sup-
port forces and convoys against submarine, air, and surface threats.

The major subsystems of the DDG-9 combat system are the sen-
sor system, the combat direction system, and the missile, gun, elec-
tronic warfare, and antisubmarine warfare Weapon Systems. These sub-
systems are integrated into the total combat system to support tactical
operational requirements for target detection, tracking, identification,
evaluation, and assignment to weapons for a controlled engagement.

3.1.1 Sensor System

The primary capability for detection, tracking, and identifi-
cation of air and surface targets is provided by the search radar sys-
tem and its associated identification friend or foe (IFF) equipments.
The DDG-9 is equipped with a surface search radar (AN/SPS-10C), a three-
coordinate long-range air-search radar (AN/SPS-39A), and a two-coordi-
nate long-range air-search radar (AN/SPS-29E). The IFF capability for
the DDG-9 is provided by the Automatic Identification Mk XII System
(AIMS).

Video processing equipment designated as the Beacon Video Pro-
cessor (BVP) operates on IFF data to provide an automatic identification
capability for friendly aircraft. The BVP is also supported by a sec-
tion of the combat direction system computer operational program.

The primary capability for subsurface target detection and

tracking on the DDG-9 is provided by a sonar detection and ranging set
(AN/SQs-23).

The electronic support measures (ESM) functions of the DDG-9
are provided by an electronic warfare system (AN/SLQ-26) and an ESM re-
ceiver group (OR-45/SLQ-19).
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3.1.2 Combat Direction System

Combat direction functions on the DDG-9 are provided by the
IDS. The primary elements of the TDS are a data processing system, a

display system, data communications equipments, and miscellaneous data
conversion equipments.

The data processing system includes a general-purpose digital
computer (AN/UYK-7), associated software, and various peripheral devices.
The communcations system includes equipments that provide the capability
for the DDG-9 to participate in data exchange over data Link 11 (com-
puter-to-computer data exchange with remote units).

3.1.3 Weapon Systems

The primary Weapon System aboard the DDG-9 is the Tartar
guided missile system. There are two Missile Fire Control Systems
(MFCS) (Mk 74 Mod 8); each is supported by a general-purpose digital
computer (Mk 152) and associated software. Missiles are launched from
a gulded missile launching system (GMLS) (Mk 11 Mod 0).

The DDG-9 gun Weapon System consists of a gun fire control
system (Mk 68 Mod 8) and two 5"/54 gun mounts.

Antisubmarine warfare functions are supported by an underwater
battery fire control group (Mk 111), ASROC missiles launched from an
ASROC launcher (Launching Group Mk 16), and two torpedo tubes.

Electronic warfare functions are supported by an electronic
countermeasures (ECM) set (AN/ULQ-6B).

3.1.4 Acquisition History

The DDG's carrying the TDS have also been improved by the addi-
tion of Digital Fire Control Systems (DFCS). Additional improvements
will include Integrated Automatic Detection and Tracking (IADT) by the
addition of AN/SYS-1 IADT processors.

The development of DFCS's for the DDG's was initiated in 1964.
The initial design was based on the use of the CP-789/UYK. As develop-
ment progressed, the capacity of the CP-789 was found to be inadequate,
and the CP-848/UYK (Mk 152) was used. First installation was on DDG-16
in 1971, with all the DDG's to be completed by 1976.

The DDG TDS program was initiated by NAVORD (Project Manager)
in 1969. Naval Ship Engineering Center (NAVSEC) was designated as the
Program Development Agency (PDA), with Fleet Combat Direction System
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Support Activity, Dam Neck (FCDSSA(DN)) as the TDS agent and Univac the
prime contractor for software development. Naval Surface Weapons Center
(NSWC) (Dahlgren) was selected as the NAVORD agent for the Tartar Weapon
Direction System (WDS) with Raytheon as the prime software contractor.

In 1970, software development was begun. Upon completion of
an 18-month test phase at Mare Island (November 1971-1973), a perfor-
mance test (DS 659) was conducted by Operational Test and Evaluation
Force (OPTEVFOR) in mid-1973 at Mare Island. Final Formal Test and Ac-
ceptance by the Navy, conducted at FCDSSA(DN), culminated in a 24-hour
endurance trial in early 1974. The Navy accepted the Operational Pro-
gram (Version 0) on 1 April 1974. Version 2 has now been accepted.
Three TDS DDG's (12, 15, and 21) have recently completed a successful
7-month tour in the Pacific. The TDS program is now in maintenance
phase at FCDSSA(DN).

In the DDG-2 Class Upgrade Program, these ships will be the
first to incorporate an IADT system, the AN/SYS-1. This system will
initially provide IADT based on data from the AN/SPS-52B(Mod), AN/SPS-
40C/D, and the AN/SPS-58C. Design goals for the future include the in-
corporation of all onboard sensors into the IADT system.

The design of the combat system for the DDG-2 Upgrade will use
standard general-purpose consoles and computers throughout the system.
The responsibility for the development and implementation of the com-
plete combat system for the DDG Upgrade has been given to NAVSEA 6542.

3.1.5 System Diagram

A system block diagram of the DDG-9 combat system is shown in
Fig. 3-1 indicating the functional relationships among the primary sys-
tem elements. The shaded blocks designate the functional changes for
the recently approved DDG Upgrade Program scheduled for 23 ships (DDG's 2
through 24). The characteristics of any given computer (e.g., Wl) are
given in Table 3-1.

3.2 COMPUTER SYSTEM ARCHITECTURE

3.2.1 Computer Characteristics

The DDG-9 combat system is supported by three general-purpose
stored-program digital computers specifically designed for use in real-
time military applications. These are an AN/UYK-7 and two CP-848/UYK
computers, both manufactured by Univac. Computer characteristics and
operational functions are given in Table 3-1 for DDG-class ships.
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Fig. 3-1 DDG-9 Combat System
TABLE 3-1
DDG-9 COMPUTER SUMMARY
Pro-
Unit Type Function cessor |Memory
C |AN/UYK-7 Tactical data processing: 1 48k
(32 bit, 1.5 us) detect and track from beacon
and 2D radar data, rate-—-aided
track, threat identification
and evaluation, weapon assign-
ment, link communication
Wl |CP-848/UYK (Mk 152) | Missile fire control/weapon 1 48k
(18 bit, 2 wus) direction
W2 |CP-848/UYK (Mk 152) | Missile fire control/weapon 1 48k
(18 bit, 2 us) direction
3-4
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The AN/UYK-7 makes use of modular construction and consists
of a central processor, an input/output (I/0) controller, an I/0 adapter,
a power supply, and three memory modules of 16k words each. The UYK-7
has a word length of 32 bits and a memory cycle time of 1.5 us.

The two CP-848/UYK computers communicate directly with each
other via an intercomputer I/0 channel pair. The CP-848 computer is
also called the Univac 1219B (militarized version) or more frequently
the Mk 152 Mod 1. The Mk 152 aboard the DDG-9 has a 48k word memory, a
word length of 18 bits, and a memory cycle time of 2 us.

The general-purpose digital computers aboard the DDG-9 are
supported by the following standard Navy computer peripheral equipments:

1. AN/UYK-7 Computer Peripheral Equipment

Data Exchange Auxiliary Console (DEAC) (0J-172/UYK) — com-
prised of two magnetic tape transports, a paper tape punch
and reader unit, and a teletype keyboard printer unit, all
of which operate on a single computer I/0 channel.

2. Mk 152 Computer Peripheral Equipment

Input/Output Console Mk 77 — comprised of a paper tape

perforator, a paper tape reader, a page printer, and an
alphanumeric keyboard, all of which operate on a single
computer I/0 channel (Univac 1532).

For conditions of Mk 77 casualty, the magnetic tape unit
of the DEAC can be used to load the Mk 152 operational
programs.

3.2.2 Functional Allocation among Computers

The AN/UYK-7 computer is the major element of the TDS, which
has the primary responsibility for DDG-9 combat direction functions.
The UYK-7, supported by a tactical operational program, provides the
data processing capability required to collect, correlate, and evaluate
track data input from combat system sensor equipments. Through operator
interaction with the program via a display system complex, the TDS pro-
vides the operational capabilities required to effectively respond to
hostile tactical environments. In addition to its primary combat di-
rection functions, the TDS is also responsible for data processing asso-
ciated with the Radar Video Processor (RVP) and the BVP.
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Each of the two Mk 152 (CP-848) computers is a part of a Tar-
tar missile fire control system. Together with its associated software,
the Mk 152 is responsible for the performance of the basic computations
required to engage targets with missiles, according to a designated op-
erational mode. This includes processing required for fire control
radar designation, missile launcher control, and other functions that
may be necessary to acquire, track, and engage targets of interest.
Also resident in the Mk 152 computer are the program functions neces-
sary to support weapon direction requirements for the Tartar missile
fire control system and the gun fire control system. This part of the
system is designated as WDS Mk 13 Mod 1.

3.2.3 Interrelation among Computers

The interface configuration of DDG-9 computers is shown in
Fig. 3-1. The two Mk 152 computers communicate directly with each other
over intercomputer I/0 channels. The TDS UYK-7 computer communicates
with one of the Mk 152 computers over an intercomputer I/0 channel pair.
This Mk 152 is designated as the "primary" missile fire control system
computer and is the one having responsibility for processing weapon di-
rection functions.

A switching arrangement among the three computers allows either
Mk 152 to operate as the primary missile fire control computer. This
provides a casualty capability in the event of the loss of the Mk 152
designated as the primary computer. A limited capability for driving
consoles can be supported by the WDS area of the primary Mk 152 in the
event of an AN/UYK-7 casualty.

3.2.4 Functional Interfaces With Sensors

The TDS has the primary responsibility for the tactical pro-
cessing of data derived from the DDG-9 sensor systems. Search radar
data are input to the TDS operational program manually via operator ac-
tion at a general-purpose display console. Automatic input of selected
IFF data is accomplished through the BVP equipments. ESM data and sonar
data are entered via the signal conversion equipments of the Integrated
Circuit Keyset Central Multiplexer (ICKCMX). Figure 3-1 shows the
major computer system/sensor system interfaces for the DDG-9.
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3.2.5 Functional Interfaces With Weapons

The TDS also has the primary responsibility for initiating and
controlling weapon responses to threats. Communication between the TDS
UYK-7 and both the Tartar missile system and the gun system is accom-
plished via the primary Mk 152 computer. This computer transfers the
appropriate TDS data to the other Mk 152. Communication between the
Mk 152 computers and the associated weapon fire control system elements
is accomplished via the signal conversion equipments of the Signal Data
Converter Mk 72. Communication between the TDS UYK-7 and both the elec-
tronic warfare and antisubmarine warfare systems is accomplished via the
signal conversion equipments of the ICKCMX. Figure 3-1 shows the pri-
mary computer system/Weapon System interfaces for the DDG-9.

3.3 COMPUTER PROGRAM ARCHITECTURE
3.3.1 Tactical Data System Computer Program

The DDG-9 TDS computer program is identified as a Model TII
Computer Operational Program. Operational programs of a given model
communicate via digital data links with other TDS programs of the same
model. All current Navy TDS programs in operational use are Model III
programs.

3.3.2 Tactical Data System Program Architectural Structure

The TDS program structure is highly modular in form. Each
module consists of a local data segment and an instruction segment con-—
taining three logical entry points for priority, message, or periodic
processing requirements. A bare minimum of three modules, collectively
referred to as the "Common Program," is required for program cycling.
Other individual modules provide individual functions, such as tracking,
beacon video processing, or radar video processing, and may be operator
selected to form the desired operational program configuration. As in-
dividual modules are called into the computer from program tape, the
instruction and data segments are respectively placed in low and high
core addresses to take advantage of UYK-7 memory accessing time savings.

UYK-7 computer architecture is also utilized to separate pro-
gram executive processing from other processes by executing the Common

3-7



THE JOHNS HOPKINS UNIVERSITY
APPLIED PHYSICS LABORATORY

LAUREL, MARYLAND

Control module instructions while within the UYK-7 Executive state. All
I/0 functions, message scheduling, and module calls are performed within
the Common Control module in the Executive machine state. Other pro-
cessing is performed using the Task state registers and Task operating
mcde of the UYK-7.

A common data base and assemblage of utility routines (other
than I/0) are provided by the Common System module. This module may be
accessed by any other module in the program.

318313 Tactical Data System Executive Program

The Executive function of the TDS program provides for all
program interrupt handling (including clock, I/0, and function requests
from Task state processing), scheduling, and module calling (priority,
message, and periodic).

In essence, the Executive is entirely interrupt-driven. TI/0
requests and message packing are performed from Task state programs by
setting the appropriate interrupt codes and causing an internal inter-
rupt to enter the Executive state where the desired function is per-
formed. Normal returns to the executive from module processing (Task
state) are performed in a similar manner.

3.3.4 Tactical Data System Equipment Interfaces

The TDS computer program communicates with the equipment de-
scribed in the following paragraphs via the I/0 channels of the UYK-7.

1. Link 11
The TDS interface with Link 11 equipment is supported by
the Link 11 module, using a single I/0 channel and I/0
data buffers within the TDS computer.

2. Beacon Video Processor

Control of BVP interrogation and the correlation of BVP
reports with tracks is performed by the TDS within the BVP
module. This is accomplished using a single I/0 channel
and alternating input buffers and external function out-
puts.

3-8
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s 3.

Radar Video Processor (Experimental; not part of the op-

erational program)

2D radar hit centroids from either the long-range search
radar or the surface search radar (not both) are input in
real-time to the TDS computer program and processed for
clutter correlation by the TDS RVP module. Centroids
passing a clutter censor process are transferred to an in-
ternal interface buffer for use by the tracking module in
updating existing-tracks or in the generation of new tracks.
The clutter map generated and updated within the RVP module
may be displayed on a display console PPI.

Pulse Amplifier/Symbol Generator

The Display module within the TDS program, using a single
I/0 channel, handles communications to and from the display
consoles via a Pulse Amplifier/Symbol Generator (PA/SG).
Symbols displayed on the consoles are refreshed by con-
tinual outputs of the TDS display buffer to the PA/SG.
Additional TDS outputs to the PA/SG control the console
data readout lamps and pushbutton legends. The PA/SG is
also interrogated periodically to detect console operator
pushbutton actions.

Data Exchange Auxiliary Console

All input and output to the DEAC is controlled by the TDS
program DEAC Interface module. These I/0 functions handle

a dual-drive magnetic tape unit, a teletype printer and key-
board, and a paper tape reader and punch. The DEAC is used
for program loading, program reconfiguration, and data ex-
traction.

Integrated Circuit Keyset Central Multiplexer

Input and output to the ICKCMX is performed by the TDS pro-
gram Converter module using a single I/0 channel and single
word buffers. Data input from the ICKCMX include ship's
heading, speed, pitch, roll, underwater battery data, and
ESM data.

Missile System (Mk 74 Mod 8/WDS Mk 13 Mod 1)

The TDS program interface with the MFCS is supported by
the Threat Response module and consists of a single I/0
channel to one of the two Mk 152 computers. Targets sent
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to the MFCS from the TDS are scheduled by the WDS Mk 13
Mod 1 portion of the MFCS for possible engagement.
Schedule information is sent back to TDS for display and
operator modification, if necessary. Schedule execution,
individual target actions, and engage missile orders are
sent to the MFCS by the TDS to conduct radar assignments
or other necessary actions.

3.3.5 Tactical Data System Module Functions

Table 3-2 provides brief descriptions and approximate core
sizes for the TDS program modules. Not all modules may be resident in
the TDS computer at the same time due to core limitations. Manual op-
erations at the DEAC are required to configure the program with the de-
sired program modules.

3.3.6 Missile Fire Control System Computer Program

An identical computer program resides in each of the two
Mk 152 (CP-848) computers comprising the Mk 74 Mod 8/WDS Mk 13 Mod 1
MFCS for the DDG-9. Within each program there are two basic modules.
These are the Mk 74 Mod 8 module, which drives a director and performs
the tracking function, and a WDS Mk 13 Mod 1 module, which contains
target scheduling algorithms, casualty display routines, and system
operability tests.

3.3.7 Missile Fire Control System Program Architectural Structure

The Mk 152 computer connected to the TDS computer is con-
sidered the primary fire control system computer. The WDS scheduling
function is performed within that computer. In the other, the secondary
computer, operability tests are executed upon operator demand. In nor-
mal operation, designation and repeat-back data are passed via an I/0
channel from one computer to the other. When a switch is made causing
the secondary Mk 152 to become the primary computer, the TDS sends all
designation data required to initialize the scheduling algorithms in
the "new'" primary computer. Scheduling these operations ceases in the
secondary computer. Both modules reside within the same computer at
the same time; they are arranged sequentially with the Mk 74 module
occupying 12k of lower memory, followed by the Mk 13 module.

Within each module are subprograms which are executed to pro-
vide the necessary program functions. These subprograms are basically
closed subroutines in that they have unique entry and exit points.
Since no artificial entry restrictions are imposed, it is possible for
one subprogram to call another directly as needed.

3-10
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TABLE 3-2
DDG~-9 TDS MODULE DESCRIPTIONS

Core
Module Name Brief Description Allocation
Beacon Video Provides processing required to schedule and control IFF/SIF 2500
(selected identification feature) interrogations and provides
interface with BVP equipments.
Air/Surface Suﬁports air control and surface operations of the combat 3000
Maneuvering system.
Common Program Includes common control, systems control, and DEAC interface 3960
modules. These modules function to support coordination and
control of program operation.
Common System Contains utility routines and common data stores. 4200
Combat System Supports alignment testing. 6000
Alignment Test
Combat System Supports interface testing. 6000
Interface Test
Combat System Supports operability testing. 6000
Operability Test
Converter Supports the interface with ICKCMX. 1000
Display Supports the interface between the TDS program and the dis- 6000
play consoles.
Electronic Warfare Provides an interface between the TDS program and the ship's 4000
EW systems.
Link 11 Provides an interface with Link 11 terminal equipment and 4000
other TDS program modules.
Navigation Maintains ownship navigation data and calculates ship position 650
and velocity.
Radar Video Processes digitized video received from RVP equipments. 8500
Processing Assembles and transmits track reports to the Tracking module.
Threat Response Supports combat system weapon assignment and weapon control 8000
functions and provides an interface with the missile systems,
the gun system, and the underwater battery system.
Tracking Supports combat system tracking tasks for both manual and 2500
automatic track position entries.
*Experimental
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Basic program execution is determined by a small executive
program interrupted by the computer clock at 1 ms intervals in order
to regulate execution rates and monitor execution overflows.

3.3.8 Missile Fire Control System Executive Program Functions

Due to the sampling nature and other requirements of the
radar directing process, the program executive is clock regulated. A
basic execution period of 32 ms is divided among three major program
functions: Mode and I/0, Radar Control, and Digital System Operability
Test (DSOT)/WDS. Each major function is allocated a fixed portion of
this 32 ms period, with a maximum of 2 ms allowable for overrun. If a
major function exceeds the overrun, its processing is terminated, a com-
puter fault light is 1it, and the next major function is initiated.
Any processing that is terminated due to time overrun is left incom-
plete for the rest of the 32 ms time cycle. It is not continued at
the termination point in the next time cycle but rather started anew.

The major functions of Mode and Radar Control pertain basi-
cally to FCS operations and are allocated approximately half of the
32 ms execution period. Radar direction, tracking, and control I/O is
performed in this period. The remaining time is allocated to the DSOT/
WDS function. WDS functions are executed if the computer is the pri-
mary computer, and DSOT functions are executed if the computer is the
secondary computer. Within the WDS function is a secondary execution
program that further directs subprogram execution, since not all WDS
processing (target scheduling etc.) is performed each WDS period, as
are the radar processing functions.

3.3.9 Missile Fire Control System Equipment Interfaces

The fire control system/WDS program communicates with the on-
line equipment described in the following paragraphs:

1. Signal Data Converter (Mk 72)

A single digital channel is used for input and output
from each Mk 152 computer to an associated Signal Data
Converter for communication with a missile radar, a direc-—

tor, the launcher, the Launcher System Module Console (LSMC),

and the gun fire control system. Common program routines
handle the necessary I/0 from different portions of the
Mk 152 computer program. Most input is performed within
the Mode function, while most output is performed as
needed within the Radar Control function.

3-12
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2. Tactical Data System

Dual~channel intercomputer I/O between the primary Mk 152
and the TDS UYK-7 computer provides for the normal com-
mand and control target designation path. Either of the
two Mk 152 computers may be switched to the TDS to act

as the primary Mk 152.

3. Pulse Amplifier/Symbol Generator

The WDS interface with the PA/SG is performed in TDS
casualty situations using the dual I/0 channels from the
primary Mk 152 that are normally assigned to the TDS. A
manual switch operation allows the WDS to drive two dis-
play consoles to provide reduced capability combat sys—
tem operations. In this situation, subprograms within
the WDS are called upon to refresh displays and interro-
gate console inputs, and to respond to operator pushbut-
ton actions. Manual tracking functions are also enabled.

4. Mk 152 Computer

An intercomputer I/0 channel is used to link the two Mk
152 computers together for exchange of fire control sys-—
tem repeat-back data and designation data.

3.3.10 Missile Fire Control System Subprogram Functions
Table 3-3 provides brief descriptions and approximate core

sizes for the major subprograms of the Mk 152 computers. All subpro-
grams are resident in each of the two Mk 152 computers.

3.4 SOFTWARE DEFINITION, DESIGN, AND IMPLEMENTATION
3.4.1 Tactical Data System Program Definition, Design, and Imple-
mentation

The TDS for the DDG was generally defined by NAVSHIPS docu-
ments that existed prior to the implementation of the DDG version of
the TDS. Such documents included functional requirements, software

specifications, hardware and software standards, and certain design
diagrams and documents.

At the time the software implementation was under way for the
IDS, there was no computer-aided design effort applied to this effort.
Since a high-level compiler was not ready for use in 1971, a low-level
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TABLE 3-3

DDG-9 MFCS/WDS SUBPROGRAM DESCRIPTIONS

Subprogram Name

Brief Description

Core
Allocation

Clock and I/0
Common Math
Common Constants
Common Variables
Mode

Radar Control
Angle Tracker
SIMUBR

PRR

Weapons

Tracking Modifier
Engageability
WDS Tracker
PACILR

NORMGR

WDS Data Base
(radar files)*
(track files)#*

Reflected
Engageability Data

WDS Executive

Queue Verification

Directs program execution and handles I/0.

Common mathematical routines.
Common fixed data storage area.

Common variable data storage area.

Determines proper radar state — designate, track, etc.

Controls and instructs radar directors.

Performs angle tracking functionms.

Test simulation.

Decision for Pulse Repetition Rate, selection.

Handles weapons allocation functions.
Modifies tracking algorithms.
Determines target engageability.
Smooths data for scheduling.

Packing routines.

Track data update.

WDS data storage area.

Radar data storage area.

Designation track data files,

Engageability data.

Directs execution of WDS subprograms.

Tests targets in queue.

828
331
1048
1017
1802
1255
640
712
587
1462
890
2648
1040
315
62
2504
492
857
415

2061
582

*( ) generic term
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Table 3-3 (cont'd)

>
9
C g
m m
28
E35
Axszx
Core r % 2
Subprogram Name Brief Description Allocation % w%
=<
the
LS Assignment Controls launcher system assignment, 143 5 8%
3
LSMC/LS Signal Processes launching system signals. 671 3’4%
Processing (:8
<
Console Control Interfaces with PA/SG during TDS casualty. 3436
Display Decisioner Handles display functions. 517
Schedular Initializes WDS scheduler. 121
Initialization
Recommended Schedule Contains recommended schedule. 2055
Trial Intercept/ Performs trial intercept and engagement display. 394
Engagement Display
ﬁf’ Executed Schedule Contains schedule to be executed. 1345
G Designation Update Updates designation data. 68
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language, ULTRA 32 (later a part of the CMS-2Y assembler), was used to
accomplish all the assembly operations. The debug facilities (software
program checkout) were located at Mare Island, the land-based test site
for approximately 18 menths. The programming/checkout involved four to
eight persons during the implementation effort. Computer simulation
was used to provide the communications Link environment etc. Also, the
Junior Participating System was simulated on the CP-642 computer with
the Tartar and Link-endaround simulations included. There was no time
sharing in the TDS, and the computer software programs were compiled on
the machine in the batch mode.

The software architecture was organized in a generally top-
down manner with an executive to control the system from the top with
program modules designed for each function. Structured programming was
not used, and there were no programmer teams involved in the effort.

One individual was assigned to each module, and one maintenance pro-
grammer was designated to patch the programs during checkout. An open
shop was maintained initially where the programmers could exercise
"hands-on'" operation of the computer during their program checkout.
Later a closed shop compiler operation led to better reliability in pro-
gram implementation and debug.

In order to obtain continuity among different ship systems,
the standard algorithms were made available to the software implemen-
ters. In this manner the tracking module, utility module, etc. could
accomplish the same results regardless of the specific equipment in-
volved. It was noted that the cross-fertilization of library facili-
ties is best enhanced when close communication among the participants
is maintained.

One outstanding feature of the software development process
was the method of recording program patches. A module was designated
and designed for the specific purpose of intercepting patch information
when a program was actually being corrected. The program intercepted
the patch information, stored it in a data file, and printed it out to
be read. This process provided a tremendous aid in keeping track of
program changes and the information required to incorporate permanent
changes into the program at a later date. Another excellent means of
finding and correcting program errors was the generation of Program
Trouble Reports (PTR's). These reports were used by those individuals
from FCDSSA who were performing the software testing procedures. The
PTIR's provided a permanent record of trouble areas in the programs and
the actions taken to solve the problems.

3.4.2 Fire Control System Program Definition, Design, and
Implementation

The functional requirements for the Mk 74 Guided Missile Fire
Control System for the DDG were described in Performance Specification
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XWS 13917. This document was designed along the guidelines described
in WS 8506. An Interface Design Specification (IDS) was developed dur-
ing the same time frame as Performance Specification XWS 13917.

Because there was no high-level language capability available
during the software implementation, the programming was accomplished
in TRIM III, an assembly-level language. This assembler was modified
somewhat to work on the development agency equipment. The development
agency had the computer, radars, signal data converters, etc. avail-
able in-house to accomplish their compiling/assembling, debugging, and
certain levels of testing.

The implementation effort was organized such that the con-
struction was basically top down in design. Essentially, a design engi-
neer/programmer was assigned to each subprogram. A lead design engineer/
programmer was responsible for a program and was also responsible for
the integrity of design of his particular program.

3.5 SOFTWARE VALIDATION AND INTEGRATION
3.5.1 Tactical Data System Program Validation and Integration

Three different organizations (Raytheon, Univac, and FCDSSA)
participated in the program. The PTR's, described earlier, were used
as guides for configuration control instead of the IDS's due to the high-
level character of the IDS.

The integration facilities were installed at the land-based
test site at Mare Island. There were also facilities for input/output
simulation as well as system integration.

The LOGICON ASMD SIM program was used during checkout at
FCDSSA(DN) to provide targets. This simulation does an excellent job
and requires two CP-642B computers. The Link 11 AILMON (A-Link monitor),
using an additional CP-642B computer, was employed to simulate Link 11.
The integration testing was under the auspices of OPTEVFOR.

3.5.2 Fire Control System Program Validation and Integration

Each program underwent a series of steps for test and valida-
tion. First, the design engineer/programmer wrote his particular pro-
gram and, operating in an open shop environment, stepped his program
through the computer in order to make corrections etc. The program was
then presented to the lead engineer for his verification and approval and
delivered to the test site (which included the radars etc.) for further
testing. The next step in the process was to take the program to Dahlgren
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to be run against a Command and Control simulation. After this step,
the program went to Mare Island to be processed and tested in the inte-
grated program. After this phase, Naval Ship Weapons Systems Engineer-
ing Station (NSWSES) assumed the responsibility for the system perfor-
mance testing.

3.6 SOFTWARE ACQUISITION MANAGEMENT ORGANIZATION AND METHODS
3.6.1 Tactical Data System Acquisition Management

The organization for the software management functions deal-
ing with the acquisition etc. of the TDS software (Table 3-4) was headed
by NAVORD which acted at the Program Office level. NAVSEC was funded
for its participation under the Antiship Missile Defense (ASMD) office.
The system software contractor was Univac. NSWSES was assigned the re-
sponsibility for the performance testing of the complete system (includ-
ing the FCS).

TABLE 3-4
DDG-9 TDS MANAGEMENT INFORMATION

Program Manager NAVSEA 6542 (Tartar)
System Contractor Univac
Type Contract Cost Plus Fixed Fee
Program Status Deployed
Maintenance Agent FCDSSA(DN)
Software Deliverables Operational Program
Validation Agent FCDSSA(DN)
Integration Agent NSWSES

3.6.2 Fire Control System Acquisition Management

The FCS/WDS management information is given in Table 3-5. The
Tartar Office within NAVORD controlled the DDG program. The system con-
tractor, Raytheon, was the contractor for the FCS computer software.
The organization was set up for Raytheon to report to NSWC who served as
the Government laboratory and also was responsible for program mainte-
nance.
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TABLE 3-5

DDG-9 FCS/WDS MANAGEMENT INFORMATION
Program Manager NAVSEA 6542 (Tartar)
System Contractor Raytheon
Type Contract Cost Plus Fixed Fee
Program Status Deployed
Maintenance Agent NSWC Dahlgren
Software Deliverables Operational Program
Validation Agent NSWC Dahlgren
Integration Agent NSWSES

The management documents for the FCS consisted of Performance
Specification XWS 13917, which is discussed above. The interface coor-
dination documents consisted of the IDS, also discussed above.

The software was developed by the system contractor who exer-
cised the internal design audit and review process and also controlled
the software configuration with its associated engineering change pro-
cedures. Progress measurement and monitoring were accomplished by op-
erational and integration tests performed at Mare Island. Program
changes and modifications consisted of PTR's which were sent to
FCDSSA(DN) and forwarded to NSWC for implementation.

The weapon system test and evaluation procedures were exer-
cised at Mare Island where the integration of all the components took
place. NSWSES assumed the role of systems integration tester and per-

formed those tests. The total system installation at Mare Island pro-
vided the testing environment.

3.7 OPERATIONAL SOFTWARE MAINTENANCE
3.7.1 Tactical Data System Operational Software Maintenance

The maintenance facility for the TDS program is FCDSSA(DN).
The operational software, after undergoing 16~ and 24-hour endurance
tests, was transferred to FCDSSA(DN) for implementation and mainte-
nance. Version 0 was accepted on 1 April 1974 and Version 2 has now
been accepted. The computer programming language used for this ef-
fort was ULTRA 32/CMS-2Y assembler, as discussed previously. There
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were no problems involved with the dialects of the language. It was
estimated, however, that had the Y compiler been used alone, rather
than ULTRA 32 alone, 20% additional code would have been generated.
The updating and maintenance functions have been designated to
FCDSSA(DN) , which controls the procedure for implementing changes into
existing Fleet units.

3.7.2 Fire Control System Operational Software Maintenance

It appears that there were no major problems involved in
transferring the software to Government control. The program change
procedure, as described above, involves first the generation of a PTR
which is sent to FCDSSA(DN) and forwarded to NSWC at Dahlgren to be im-
plemented. The operational maintenance responsibility rests ultimately
at NSWC to maintain and modify the computer software programs.

3.8 HIGHLIGHTS

The FCS/WDS program was developed in accordance with WS 8506.
(AP2)

The use of general-purpose consoles and computers (commonality
of equipment) simplified program design effort. (SE1)

The WDS Mk 13 Program was the first to incorporate an equip-
ment scheduler that provides the FCS coordinator with a recommended en-
gagement schedule. If ordered (by the FCS coordinator) to execute the
schedule, the program controls the assignments of fire control radars
to targets and the loading and assignment of the GMLS to the fire con-
trol systems. (SE1)

For certain ships in the class, the program will provide solu-
tions and control for the simultaneous engagement of an air target with

SM~1(MR) and the engagement of a surface target with SSSM(ARM). (SE1)

The TDS program has provision for on-line system reconfigura-

tion. (SE1,SE2,SE3)
The TDS program is modular. (SE1,SE3)
The FCS program has provision for a one-computer reduced capa-
bility. (SE2)
Prior to delivery to the ship, extensive system integration
testing was conducted at the test facility at Mare Island. (1P3)
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For the TDS, there was a single identifiable responsible
agent for module design, coding, and implementation. (Ms2)
For the TDS, the maintenance agent (FCDSSA) was involved

throughout the program design, development, and integration phases.
(MS3)
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4. DLGN-38 COMBAT SYSTEM

4.1 GENERAL SYSTEM DESCRIPTION

DLGN-38 (USS Virginia) is a multipurpose all-digital nuclear-
powered guided missile frigate armed with the Standard Missile (SM-1)
Medium Range (MR) Weapon System. It is the first of a new class of five
ships which are currently authorized. These ships will have missile bat-
teries and lightweight 5'"/54 gun systems fore and aft. The fully inte-
grated combat system will utilize a central complex of AN/UYK-7 computers.

The mission of the DLGN-38 class ship is to operate with strike
forces and to screen support forces and convoys against submarine, air,
and surface threats. Its dominant task is antiair warfare (AAW).

The major data processing subsystems of the DLGN-38 Combat Sys-
tem are the Command and Control System (C&CS), the sensor system (which
is integrated with the C&CS), and the missile, gun, and antisubmarine
Weapon Systems.

4.1.1 Sensor Interface Data System (SIDS)

The SIDS is a real-time data processing system that provides
for the control and correlation of data from the following systems:

1. AN/SPS-48A Radar System

This three-dimensional, electronically stabilized radar
provides primary air search and detection capability and
moving target indication.

2. AN/SPS-40B Radar System

This two-dimensional radar provides long-range and low-
flying target detection, clutter rejection, and movi<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>